Application of the \(k\)-NN Classifier for Mutagenesis Tests. Recognition of Wild Type and Defective in DNA Repair Bacterial Strains on the Basis of Adaptive Response to Alkylating Agents
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The \(k\)-Nearest Neighbor classifier (\(k\)-NN) was applied to differentiate two bacterial strains, the wild type and its mug derivative. Bacterial cells were exposed to different concentrations of chloroacetaldehyde and studied under two different conditions, i.e. with and without induction of an adaptive response. We evaluated the influence of adaptation on the wt and mug strains by estimating the probability of misclassification to the class: \textit{no adaptation} or \textit{adaptation}. We have also checked differentiation between \textit{wt} and \textit{mug}, separately for \textit{adapted} and \textit{non-adapted} conditions. Our results confirm the usefulness of the \(k\)-NN classifier as a tool for statistical analysis of results of mutagenesis tests.
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1. Introduction

Alkylating agents are environmental genotoxic agents with mutagenic and carcinogenic potential. One of them is 2-chloroacetaldehyde (CAA), a metabolite of vinyl chloride. CAA causes modifications in DNA which include ethenoadducts, such as 3,\(N^4\)-ethenocytosine, 1,\(N^6\)-ethenoadenine, \(N^2,3\)-ethenoguanine and 1,\(N^2\)-ethenoguanine. These exocyclic DNA adducts are also generated endogenously by products of peroxidation of membrane lipids [1].
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Cells are well equipped with DNA repair mechanisms which protect them against harmful effect of alkylating agents. Among the repair mechanisms there is adaptive response (Ada response) involving \( \textit{ada} \), \( \textit{alkB} \), \( \textit{alkA} \) and \( \textit{aidB} \) genes expressed after exposure to non-toxic doses of direct-acting alkylating agents. These inducible genes encode proteins responsible for repair of DNA damages, including damages caused by CAA [2]. It is known that AlkA glycosylase removes N2,3-ethenoguanine [3] whereas 3,N4-ethenocytosine and 1,N6-ethenoadenine are substrates for AlkB oxygenase [4, 5]. Mismatch uracil glycosylase (Mug) is not involved in the Ada response system, and its primary function is the repair of 3,N4-ethenocytosine. It is also able to remove 1,N2-ethenoguanine from DNA [6,7].

Algorithms of pattern recognition are often applied in biomedical studies [8–12]. One of the most popular and highly effective unsupervised classification techniques is based on the \( k \)-Nearest Neighbor (\( k \)-NN) rule. Here, we present the usefulness of the \( k \)-NN rule in differentiation between two bacterial strains, the wild type (\( \textit{wt} \)) and its derivative, \( \textit{mug} \). The \( \textit{mug} \) strain carries a disrupted version of mismatch uracil glycosylase gene. It is defective in removing 3,N4-ethenocytosine and 1,N2-ethenoguanine from DNA and hence cumulates mutations caused by these ethenoadducts. Induction of Ada response decreases the mutagenic effect in the studied strains.

2. Materials and Methods

2.1. Experimental

Details of the biological methods used are described in [13]. Briefly, we have modified IF102 plasmid DNA \textit{in vitro} with 50, 100 and 200 mM CAA to generate ethenoadducts. A control plasmid was treated in the same way as the modified one, except that CAA was absent from the incubation mixture. These plasmids were introduced into bacterial cells \textit{in vivo} and then mutants were selected. AM1-wild type (\( \textit{wt} \)) and AM3 (\( \textit{mug} \)) bacterial strains were used. Both of them were studied under two different conditions, with and without induction of the adaptive response, denoted as \( A \) and \( NA \), respectively. Finally, the effect caused by IF 102 DNA damages (ethenoadducts), described here as the mutagenesis level, was analyzed.

2.2. Pattern Recognition Method Based on the \( k \)-NN Rule

One of the most popular and highly effective methods of statistical pattern recognition is based on the \( k \) Nearest Neighbor rule (\( k \)-NN rule) [14–16]. The standard \( k \)-NN classifier assigns the classified object to the same class as the majority of its \( k \) nearest neighbors (i.e., nearest points) in the reference set. The value of \( k \) is established experimentally. A simple two-dimensional example given in Fig. 1 illustrates how the \( k \)-NN rule operates.
The value of $k$ should be determined in a way that offers the smallest probability of misclassification. Such a $k$ is called the optimum one and the $k$-NN is then called the optimum $k$-NN rule. The probability of misclassification can be estimated by the leave-one-out method [14] on basis of the reference set $R$. Each point $x$ from the reference set is classified, using the $k$-NN rule, to the class most heavily represented among its $k$ nearest neighbors found in the set $R-\{x\}$. The probability of misclassification is estimated by an error rate, \( E_r(k)=r/m \), where $r$ is the number of misclassified objects and $m$ is the number of classified points, i.e., the number of points in the set $R$.

![Fig. 1. An illustration of the $k$-NN rule. The symbols 1-NN, 2-NN and 3-NN denote the first, the second and the third nearest neighbor respectively. The point ‘*’ is qualified to class 2 since two out of its three nearest neighbors come from this class (“X” – points from class 1, “O” – points belonging to class 2)](image)

Figure 2 illustrates the application of the leave-one-out method to the small one-dimensional reference set.

![Fig. 2. An example illustrating the leave one out method. The 1-NN rule misclassifies three points, 4, 5 and 6 whereas the 3-NN rule misclassifies two points, 5 and 6 (“X” – points from class 1, “O” – points belonging to class 2)](image)

In the example given in the Fig. 2, the error rate $E_r(1)$ for the 1-NN rule equals 0.3 since three points (4, 5 and 6) out of ten points are misclassified. The nearest neighbors of these three points come from the opposite class. We can check that in case of the 3-NN rule the error rate $E_r=0.2$, because the number of misclassified points decreased to two (points 5 and 6). Two out of the three nearest neighbors of point 4 (i.e. the majority) come from class 1, i.e., from the same class to which point 4 belongs. Thus, this time point 4 is correctly classified. Hence, the error rate $E_r(3)$ for the 3-NN rule is lower than $E_r(1)$.

To find the optimum value of $k$, it is necessary to calculate the error rates $E_r(k)$ for all possible values of $k$, i.e., for $k=1, 2, \ldots, m-1$, and select the $k$ that corresponds to the lowest value of the error rate $E_r(k)$.

The leave-one-out method is more economical than the testing set approach since we do not need to divide our data set into the reference set and the testing set. Hence, using the leave-one-out method we evaluate the $k$-NN classifier based on the whole data set.
2.3. Data Set and Analysis

The data set consisted of mutagenesis level values obtained from results (referred to as objects) of twelve independent experiments on each strain and for each CAA concentration (see Experimental). In summary, 96 objects were analyzed, 24 points for each strain and for each adaptation condition. The analysis with the use of the $k$-NN rule was performed by two biological approaches. The first approach involves distinguishing the conditions: without adaptation (no adaptation, symbol $NA$ – as class 1) and with induction of the adaptive response (with adaptation, symbol $A$ – as class 2) independently for each bacterial strain. The second approach involves distinguishing both bacterial strains (the $wt$ strain – as class 1, the $mug$ one – as class 2) independently with and without adaptation.

3. Results and Discussion

The $mug$ strain is defective in repair of ethenoadducts to DNA, and hence its mutagenesis level after exposure to CAA is higher than in case of the $wt$. Induction of the Ada-response decreases the mutagenesis level by induction of DNA repair enzymes involved in removal of ethenoadducts. These are well known facts confirmed by us and others [13, 17–19].

In this work we present the $k$-NN classifier as a statistical tool in mutagenesis tests. The experimental data used here for illustrating the method were taken from a larger project [13] and subjected to $k$-NN classifier analysis. The results of the analysis are presented in Tables 1 and 2. The lower the misclassification rate ($E_r$), the greater is the difference between the considered classes. To evaluate the influence of adaptation on $wt$ and $mug$ strains, the probability of misclassification of the class of no adaptation and with adaptation was estimated (Table 1). The $E_r$ values, were also calculated when differentiation between $wt$ and $mug$ was investigated, separately for $A$ and $NA$ conditions (Table 2).

Misclassification rates were very high in control conditions (values $>30\%$), regardless of which of the two pairs of classes were differentiated (the first row of

<table>
<thead>
<tr>
<th>Concentration of CAA [mM]</th>
<th>$NA$ vs. $A$, $E_r$ [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>_$wt$</td>
</tr>
<tr>
<td>0 (control)</td>
<td>41.7</td>
</tr>
<tr>
<td>50</td>
<td>29.2</td>
</tr>
<tr>
<td>100</td>
<td>0.0</td>
</tr>
<tr>
<td>200</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 1. Misclassification rates ($E_r$). Recognition between no adaptation ($NA$ – class 1) and with adaptation ($A$ – class 2) for the wild type ($wt$) and its derivative ($mug$) strain.
results in Tables 1 and 2). This indicates that there is no difference in mutagenesis level (and in DNA damage repair) between \textit{wt} and \textit{mug} strains when bacterial cells are not exposed to mutagens and induction of Ada response has no effect. However, for concentrations of 50 mM CAA the error rate is equal to zero and 29.2% in case of \textit{mug} and \textit{wt} strain, respectively. The classifier quite correctly recognizes the influence of induction of the Ada response in experiments with the \textit{wt} strain at 100 and 200 mM CAA. However, perfect recognition is only at 50 and 100 mM CAA in the \textit{mug} strain. At 200 mM CAA the error rate is 8.3% (Table 1). These misclassification rates show that the \textit{mug} strain is more sensitive to CAA than the \textit{wt}. They indicate also that 100 mM CAA concentration is the best for observation of adaptation effect in this experiment, whereas 50 mM CAA concentration is to a low (and there is no effect for the \textit{wt}) and 200 mM is to a high (and the error in the experimental results may be a large). All these findings are in agreement with those previously described.

One the other hand, the recognition between \textit{wt} and \textit{mug} in adapted strains is perfect only at 200 mM CAA although misclassification rates decrease with an increase in CAA concentration. At lower concentrations of CAA the mutagenic effect of the lack of Mug glycosylase in the \textit{mug} strain may be masked by the repair activity of enzymes induced by the Ada response. Without those repair enzymes (\textit{NA}) both strains can be correctly recognized at 50 and 100 mM CAA, but at 200 mM CAA the misclassification rate increases slightly (Table 2).

The results of this analysis confirm that $k$-NN is a very useful tool in our experimental model. We believe that the classifier may serve to differentiate between bacterial strains exposed to mutagenic agents. In fact, it may help to interpret results of biological sets of data performed for evaluation of different aspects of strain behaviour in bacterial models.
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